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Classifying Students 2nd Level at National
Crypto Institute with Vertex Discriminant Analysis
and Kernel Discriminant Analysis

Yeni Farida, Muhammad Nur Aidi, | Made Sumertajaya

Abstract— Discriminant analysis is a multivariate technique to classify the observations into the known groups and one or more new
observations are classified into one of the known groups based on the discriminant function. Classical discriminant analysis, also known as
Fisher discriminant analysis, assumes that the data from each group have homogeneous variance-covariance matrices. If the data does
not meet the assumption, we can use Vertex Discriminant Analysis (VDA) or Kernel Discriminant Analysis (KDA) to perform discriminant
analysis. In this paper, we compare the performance of both methods in classifying "data". In classifying students based “Grade Point
Achievent (GPA)", the data that we was use are final scores of subject in first semester and scores of psikotest. With the training data
about 70%, the results show that 71.7% of the data was correctly classified using VDA and 37.7% of the data was correctly classified using
KDA. For testing data, VDA have 43.5% data was correctly and KDA have 52.2% data was correctly, so VDA is better than KDA for

validations and KDA is better than VDA for predictions in this case.

Index Terms— classifying students, kernel discriminant, national crypto institute, vertex discriminant

1 INTRODUCTION

Discriminant analysis is a multivariate technique in which
the objective is to separate observations in a particular

group and classify new observations into previously de-
fined groups based on the discriminant function [3]. Discrimi-
nant analysis was introduced by Ronald A. Fisher in 1936,
known as the Fisher discriminant analysis. The analysis re-
quires data assuming that they have the same a variance-
covariance matrices group. If the assumption is met, it will
generate the best discriminant function that is the function
that gives the minimum misclassified opportunity and vice
versa.

As the science developed, discriminant analysis method is
also growing, such as quadratic discriminant analysis, canoni-
cal discriminant analysis, kernel discriminant analysis, and
vertex discriminant analysis. Other factors such as data distri-
bution and variance-covariance matrices need to be consi-
dered in the selection of analytical methods to solve the prob-
lem of data classifying.

National Crypto Institute (NCI) is an official school whose
students are garrisoned. Learning process at NCI is using the
package system and applying the drop-out system. The use of
the drop-out system lead to student achievement requires to
be monitored. Student achievement consistency in learning
activities can be seen from their Grade Point Achievent (GPA)
value. Richardson et al. [2] states that the psychological aspect
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has a correlation to learning achievement. Therefore, classifica-
tion of the best students in the 4th semester based on GPA in
the 2nd and 3rd semester using academic scores and the scores
of psychological tests is conducted in this research. By doing
this classification, student’s ability in the learning process can
be seen; the student’s potential can be detected so that if there
are deviations can be repaired immediately. The accuracy and
the exactness of the classification can be verified using discri-
minant analysis with a group of outstanding students as a re-
sponse variable (Y) and the final score of nine subjects at the
1st half and the score of psychological tests (X). Discriminant
analysis used in this research is the Vertex Discriminant Anal-
ysis (VDA) and Kernel Discriminant Analysis (KDA). The goal
of this research is to compare the accuracy of VDA method
classification and KDA classification.

2 RESEARCH METHOD

2.1 Data

The data used in this research is the empirical data in the form
of NCI students 2nd level Year 2015/2016; consisting of the
final score of the subjects in the first semester and the scores of
psychological tests as explanatory variables X to measure the
level of achievement (response variable Y). There were 21 ex-
planatory variables used which was described in table 1.

IJSER © 2016
http://www.ijser.org


http://www.ijser.org/

International Journal of Scientific & Engineering Research, Volume 7, Issue 12, December-2016

ISSN 2229-5518

TABLE 1
LIST OF VARIABLES

Mo  Varables

Explanation

e = L I S R R

w0 a3

10
11

-~
£

13
14

15
15
17
18
192
20

21

Cryptanalysis Transposition Alphabetic
Intreduction to Cryptography
BasicMath I

Electrical Magnst Physics

Electrical Magnst Physics Practice
Introduction to the Information Technology
Introduction to Statistics

Introduction to Public Administration
Information Tachmology Practice

Exact Technique Test

Xn SaizarpanzneValue — sentemce completion

Xz Worfausugh!l Value - searching different word

Xiz Snalopion Value - searching word assodation

Yis Cmensgmbeaten Value - searching for words
- that include two senses

Xz Brands Eutpaben Valus - remembering words

X Bechendufoaben Value —simpls math

Xar ZahlmRahen Value —sequences of numbers

Xas Form Ausuahl Value — form amrangement

Xis Wirfaldufeaben Value - cubas

Xan Intelligent Quotient

X Figural Ability Test

2.2 Methods of Data Analysis
The stages of data analysis in this research are as follow:

1.

Define response variable Y

Make a group of outstanding students based on the av-

erage GPA 2nd semester and 3rd.

Descriptive Analysis

Descriptive analysis was performed to explore the gen-

eral description of data patten that aimed to get the ap-

propriate next analysis.

Box’s M Test

Box’s M Test was performed to know the type variance-

covariance matrices that were used.

Split the data into two, namely 70% of the training data

and testing data is 30%.

Perform VDA analysis methods.

VDA method discriminant function establishment of

training data is carry out in stages as follows: [1]

a. Determining initial iteration m = 0 where A(0)=0 and
b(0)=0.

b. Defining y; = v; and determine the node value as a
group indicator of each group by the following equa-
tion:

1
o o[ K=D721 jikaj=1 _mE [
" lcl+de_;jika2<j<k’ 1) k-1’

ej_; is the vector standard unit with value 1 when all j

and value O for the other in B®**
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c. Majorize the regularized loss function in equation:
R(AD) < 237, willr, — 2 + A% lay||” +d with ith
current residual r;™ =y, — AMz —bMand d is a
constant that depends on the remnant r;at iteration m.

d. Minimize the surrogate function and determine A+
dan b™*) by solving k-1 set of linear equations with k
are the number of groups.

e. If A" —AM| <y dan  [RA™D,p0mD) -
R(Am,bm)<y both hold for y=10-4 then stop;
otherwise repeat steps 3 through 5.

f. Discriminant function is formed with parameters ob-
tained and classification of observations i-this carried
by the formula:

§ = argminy_y, [|vj) — Az — .
g. Evaluate the precision and accuracy of classification.

Perform KDA analysis methods
Stages in the KDA method on training data use a normal
distribution (based on event of explanatory variable), i.e:
a. Determine the value of the kernel constant,
4
A(kl) T o2p+1”

b. Calculates optimum bandwidth of each group,
1

(A(kj)) P

m

c. Calculate the variance-covariance matrices (S;) of each
group, S;'!, Sj| and prior probability of each group.

d. Calculating the kernel density function estimation of
each observation with the equation[4]:

N 1 Gy, (x—yi)
(0 = (_ T)

n
T €Xp Ziil

" @m)zhe|s;2
e. Calculate the posterior probability of each observa-
. . . ' _ _pfi®
tion with Bayes rule: p(m; |x) orn F
f.  Classification of x observation into groups j,
y = argmax,_, , p(mx)
g. Perform data testing classification with the function
established from the data training.
h. Evaluate the precision and accuracy of classification.

Comparing the results of the precision and accuracy of the
classification of the two methods.

RESULT AND DISCUSSION

3.1 Descriptive Analysis

In this research, students’ classification is using GPA and the
division of discriminant group is using data distribution of the
average GPA. The group division can be seen in Table 2.
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TABLE 2
DESCRIPTION OF GPA FOR EACH GROUP

Group n  Average sD Max Min
1 22 2.695 0.190 289 224
2 30 3.062 0076 319 2590
3 24 3.365 0128 362 320
Total 76
TABLE 3

DESCRIPTION OF OUTSTANDING STUDENT'’S DATA IN NCI
FOR EACH VARIABLE IN EACH GROUP

Group 1 Group 2 Group 3

p-vaiue
Var Avera 5D Avers 5D Avem 5Dy
g= ge ge Lambda

X: 7609 936 823 977 8531 737 0003
X2 6878 G604 7366 645 7654 935 0005
X: 7014 718 7437 B13 8053 802 0
X. 6435 568 6633 593 7001 715 001
Xo 7667 368 7781 271 7686 321 0369
Xe 6853 696 7341 7.6 7523 97 0.02
X 6611 622 704 B57 7572 928 0001
Xs 7092 527 7719 661 7739 853 0002
Xe 7592 102 7974 B49 8328 7.89 0023
X 7664 1047 8405 663 6475 93  0.007
Xo 9973 584 1014 59 10133 766  0.608
X 1135 684 1151 564 11304 733 048
Xi: 10486 572 10587 538 10496 599 0773
Xie 12073 592 11877 827 11925 652  0.608
X 11291 942 11343 779 11525 628  0.563
Xie 10432 992 10433 746 10588 1272  0.524
Xer 11127 835 11357 795 1125 946 0635
X:: 10632 7.56 10663 576 10825 657  0.661
X 11291 992 11163 901 10917 1295 0479
X 11946 694 12157 85 12096 923 0.6
Xn 100 1168 10495 2% 10875 1658  0.108

Table 3 illustrates that students in group 3 had the highest
scores average in almost every variable except variable
X5,X12, X13, X14, X17. Based on Wilk's Lambda Test results
from Table 3, it is discovered that only 9 variables were signif-
icant (between variables have different average) i.e variables
with p-value less than 0.05. Based on these results the next
variable to be used only 9 variables, i.e.X1, X2, X3, X4, X6, X7,
X8, X9, X10.

3.2 Variance-covariance Matrices Test
Examination of variance-covariance matrices homogeneous is

using M Box’s test. The Box's test results shows that the p-
value = 0609. P-value is greater than a = 0:05 which show that
the test results are significant. Thus the variance-covariance
matrices between groups are alike (homogeneous).

3.3 VDA Methods

Before establishment discriminant functions, the data is
splited into two; 53 students as training data (70%) and 23
students as testing data (30%).

The VDA method used is based on linear, because the data
is not normally double spread, thus the data is transformed
into the standard normal form (z). The results of the package
VDA analysis issued coefficients which form discriminant
function as follows:

Du=  -0.008 - 0.031z1 + 0.031z2i - 0.098z3i - 0.011z4i -
0.059z¢i - 0.063z7 - 0.070zsi - 0.023z9i - 0.087z10i
D2=  -0.085 - 0.072z1i - 0.001z2 + 0.038z3 + 0.021z4i -

0.084z6i - 0.013z7 - 0.098zsi + 0.052z9i - 0.043z10i

The value of D1i and D2i is a coordinate in Euclidean
spacewhich determines the classification of observation to-i. In
this research, VDA using three vertex as the center point of
groups indicator; group 1 (0.707; 0.707), group 2 (0259; -0966)
and group 3 (-0966; 0259). If the observations have value D1i
dan D2i which are both positive, such observations will tend
to be classified into group 1. The smaller the coefficient value
then the value D1i dan D2i will be smaller, and vice versa.

1
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Fig.1. Dy dan Dy plot value as well as the central point of the class
indicator

Figure 1 illustrates the classification of observations from
this research. Observations with a red symbol will tend to be
classified into group 1, green symbol into group 2 and blue
symbol into groups 3. The classification accuracy of the VDA
method training data can be seen in Table 4.

TABLE 4
THE CLASSIFICATION ACCURACY OF VDA

hodal Classification

[

Group 2 3 n

Actual 1 12 2 1 15

e s 2 2 15 5 22
Classification 3 1 4 1 16
n 15 21 17 53
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3.4 KDA Methods

The KDA method is non-parametric discriminant analysis that
does not produce parameter as well as VDA method. Observa-
tions classificationare performed by Bayes' rule by taking ad-
vantage of posterior probability. The results of training data
classification accuracy in KDA methods are presented in Table
5.

TABLE 5
THE CLASSIFICATION ACCURACY OF KDA

Model Classificati
Croup 1 2 3 n
Actual 1 ) 3 7 15
e 2 4 8 g 2
Classification 3 4 . - 17
n 13 17 23 53

Based on Table 4 and Table 5, the observations of the train-
ing data are classified correctly by VDA method as much as 38
observations (71.7%) and by KDA method as much as 20 ob-
servations (37.7%).

3.5 The Evaluation of VDA and KDA Methods

The evaluation of analysis method accuracy is performed by
classifying the testing data. As an illustration of the evalua-
tion process, the student with ID number 61 (ID 61) is used as
the first observation of testing for both methods.

VDA methods evaluation towards observation ID 61 with
the discriminant function which is formed from the training
data obtained value D1 = 0.1845 and D2 = 0.0588. Estimation
classification of observations ID 61 presented in Table 6.

TABLE 6
THE CENTER POINT OF THE GROUP, THE DISTANCE BETWEEN
THE CENTER POINTS OF OBSERVATION GROUP

Group v ”c_.-EI:-E”

1 0.7071

. 0.8327
0.7071

2 v, 0.2588 10374
-0.9659

3 vy -0.9659 11677
0.2588

Based on Table 6, observation 61 is classified into group 1
because it has the closest distance to the center point of the
group 1. The results of all testing data classification can be
seen in Table 7.

TABLE 7
THE TESTING DATA CLASSIFICATION WITH VDA METHOD

Model Classification
Group 1 2 3 n
Actual 1 3 2 1] 5
Classification = N i -_% l_l
3 1 3 3 7
n 7 9 7 23
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It can be seen from Table 7, the VDA method appropriately
classifies the testing data as many as 10 observations (43.5%).
The results of testing data classifications are worse than the
training data.

The evaluation for KDA methods against observations ID
61. Classification illustration for observation ID 61 are pre-
sented in Table 8. The results of the overall classification of the
testing data can be seen in Table 9.

TABLE 8

ESTIMATE VALUE OF KERNEL DENSITY FUNCTIONS, PRIOR
PROBABILITY AND POSTERIOR PROBABILITY

Group £ilx) 7 plmlx)
1 7.3969E-16 0.283 092471
2 b 95B9E-17 0.396 0.07449
3 6.4049E-19 0.321 0.00080

Based on Table 8, observations with ID 61 are classified in-
to group 1 for posterior odds of group 1 have the largest val-
ue.

TABLE 9
THE TESTING DATA CLASSIFICATION WITH KDA METHOD

Modal Classification
o 1

Actinal
Classification

=] l'_.JhJHE
LSRN = T Sl o
Ll 3 E R EN (Y | O]

WO | e W
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It can be seen from Table 9, the KDA method properly
classify the testing data as much as 12 observations (52.2%).
Based on the results of testing data classification, it can be con-
cluded that the KDA method provides better classification
accuracy than VDA for the research.

4 CONCLUSION

Comparison of VDA and KDA methods on classification case
studies of outstanding students 2nd level at NCI which data
characteristics data is variance-covariance matrices of each
group are homogeneous, yield the result that:

1. VDA method has the classification capability quite well
with the percentage of classification accuracy of 71.7% for
the training data and predictive capability of 43.5%.

2. KDA method has the ability classification with classifica-
tion accuracy percentage of 37.7% for the training data
and predictive capability of 52.2%.

It can be concluded that for the validation VDAmethodhas
better capabilities while for the prediction KDA method has
better capability in the case of the classification of the out-
standing student.
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